DATA-EFFICIENT FRAMEWORK FOR REAL-WORLD
MULTIPLE SOUND SOURCE 2D LOCALIZATION BM
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Layout invariance

Train : single microphone array layout OR multiple microphone array layouts.
Test : multiple microphone array layouts, including unseen array positions.
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